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Objective: The primary objective of this study is to develop an effective framework for
preventive maintenance and repair planning aimed at reducing maintenance costs,
minimizing equipment downtime, and optimizing overtime shifts. By integrating data
mining techniques with time series analysis, the research seeks to support managerial
decision-making through accurate prediction of repair types, failure times, and operational
team performance.

Methods: In this research, clustering algorithms were first employed to classify equipment
failures based on similarities in maintenance and repair activities. Subsequently, association
rule mining was applied to extract descriptive rules for each cluster and to define effective
ranges for influential factors. Time series models were then utilized to predict the time
periods during which these factors satisfy the extracted rule ranges. A comprehensive and
validated database was constructed using six months of real maintenance records, including
failure types, repair operations, equipment downtime, and repair team information.

Results: The results demonstrate that the proposed hybrid approach enables accurate
prediction of repair types, equipment downtime, and workforce productivity. By comparing
the extracted association rules with time series forecasts, a novel preventive planning
mechanism was established. The findings reveal significant differences in the performance
of repair teams and indicate that merging or eliminating certain shifts can lead to a
substantial reduction in maintenance and repair costs without compromising system
reliability.

Conclusion: This study confirms that the integration of data mining techniques and time
series analysis provides a robust and practical approach for preventive maintenance and
repair planning. The proposed framework enhances resource allocation, reduces unplanned
downtime, and supports cost-effective operational strategies. With accurate data collection
and continuous database updating, the method can be effectively implemented in
manufacturing environments as a decision-support tool for maintenance management.
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1. Introduction

In today's world, data and information are considered as organizational wealth, and large and successful companies
and organizations in the world are always looking for more appropriate and commercial use of these virtual resources.
On the other hand, with the complexity of business environments, the nature and volume of organizational data has
become very different, and an integrated and managerial approach to them becomes necessary. One of the solutions
that successful organizations in the world adopt in this field is to create It is a comprehensive data and statistical system
and the correct use of data mining and knowledge discovery techniques. The use of big data has been used in various
industries to improve supply chain performance (Musah ,2025).

In recent years, many studies have been conducted on preventive maintenance, and a large number of these articles
are related to the field of machine learning. The article by Tsallis et al. provides a comprehensive review of the field
of applied research on predictive maintenance based on machine learning (Tsallis et al; 2025). Another study presented
by Potharaju explores a two-stage machine learning approach for predictive maintenance and anomaly detection in
environmental sensor systems (Potharaju et al; 2025). Improving decision-making systems based on artificial
intelligence approaches to implement predictive maintenance has been carried out in another study, where this
decision-making system was investigated in dynamic conditions (Rajaoarisoa et al; 2025).

Planning maintenance and preventive repairs is also considered one of the most important concerns of
manufacturing industries in countries. Considering the development and advancement of industrial machinery
manufacturing technology in the world and due to maintenance and repair costs, providing a rational maintenance and
repair plan for managers and activists in this field. One of the solutions that can speed up decision-making in such
activities and increase the accuracy of decision-making is the correct use of data mining techniques on existing data to
discover organizational knowledge or predict the future situation. The infrastructure of an ideal maintenance and repair
team includes fixed facilities, including maintenance and repair planning, business and logistics, machinery spare
warehouse, mechanical repairs, electrical and electronic repairs, having an experienced and trained repair team.
Preventive maintenance and repairs play an important role in the growth of production and productivity of the system,
as well as in reducing costs. Therefore, a production company of the automotive industry in East Azerbaijan province
is considered, which is responsible for supplying parts such as engine cylinder blocks, crankshafts and bearing caps to
the destinations of the parent companies. The examined costs are clear and real, and the time period of the examined
data is six months, and the time and type of repairs are known. We are trying to cluster the real data using data mining
techniques (Ghaffarian & Bamohabbat, 2022) and extract a series of rules, as well as use collective tree classification
algorithms such as Bayes theory and random forest, and compare the results and output rules. Having available the
amount of repairs done in the last six months related to this company, first clustering and then extracting association
rules and finally using collective tree classification algorithms such as Bayes theory and random forest and the results
and output rules We compare Therefore, we can express the main goals of this article based on some data mining
techniques (Namjouye Rad & Dadgarpour, 2021) as follows:

* Data clustering in order to sort similar data in a group for statistical analysis
* Extraction of association rules in order to find the relationship for the failure rate of machines

* Tree classification algorithm to obtain the type of repairs for machine breakdowns

* Using the time series algorithm to obtain the efficiency of repair crews.
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In the continuation of this article, the theoretical foundations and background of the research are explained in the
second part. In the third part, the research method, including the description of the CRISP process and the description
of the data, is examined. The fourth part deals with data analysis and application of data mining algorithms as well as
time series forecasting. And finally, the fifth part includes the conclusion and description of the findings of the current
research.

It should be mentioned that the clustering and extraction of association rules and time series model were used using
Clementine, Mini Tab and SPSS software.

2. Theoretical
2.1 Data mining process

Several definitions have been provided for data mining. In some of these definitions, data mining is a tool that enables
users to communicate directly with huge amounts of data, and in some more precise definitions, data mining is also
considered (Moitra et al., 2021). Based on CRISP data mining standard process model, five phases can be considered
for data mining projects, which are: 1) business knowledge 2) data knowledge 3) data preparation 4) modeling 5)
evaluation 6) application (Sharma et al., 2017) (Shearer, 2000).

In this standard process, the process does not move linearly, but there is a possibility to go back at every stage, and
this process is repeated until we finally get the best result.

Clustering

A cluster is a series of similar data that have similar behavior. It should be mentioned that clustering is the same as
classification, with the difference that the classes are not predefined and defined, and the act of grouping data is done
without supervision. The act of clustering is such that after the data is placed in the cluster, the relationship of maximum
similarity between the members of each cluster and minimum similarity between other clusters is established, that is,
the clusters are arranged in such a way that the members within each cluster are the most similar (Ezugwu et al., 2022).

There are different criteria for evaluating clustering algorithms, which can be divided into unsupervised and
supervised categories. Unsupervised evaluation criteria, which are sometimes referred to as internal criteria in scientific
texts, are those operations that are used according to the information in the data set. The most important task of a
clustering algorithm is to minimize the intra-cluster distance and maximize the inter-cluster distance. Therefore, two
important factors that are used in all evaluation criteria are: cluster density and cluster separation; And the fulfillment
of the objectives of minimizing the intra-cluster distance and maximizing the inter-cluster distance respectively in the
group is to maximize the density of each cluster and also to maximize the separation between clusters.

2.2 FP-Growth algorithm

There are many algorithms to generate associative rules, two of the most widely used methods are Apriority and FP-
Growth algorithm. In this research, we use the second method. in which it identifies frequent patterns without
generating a set of candidate items and with the help of a tree data structure. This algorithm, which follows the divide
and conquer strategy, first transforms the data set into a tree called FP-tree. After that, it directly extracts frequent
patterns from this tree. In short, it can be said that an FP-tree is a compact representation of transaction set data. To
build this tree, the algorithm reads the transaction items one by one and maps them as a path on the tree. Since
transactions usually use common items, the paths of transactions overlap on the tree, and for this reason, the tree will
be more compact than the original data. In the first scan of the database, the set of items of a member and their support
is determined. Also, the set of frequent items are arranged in descending order of their support. Then a tree is built as
follows: First, the root of the tree is built with the null tag. After that, the data set is scanned for a second time. The
items of each transaction are processed in L order and a branch is created for each transaction. In order to facilitate the
navigation of the tree, a table is created in which each item refers to its place in the tree. The tree is complete after
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scanning all transactions (Shabtay et al., 2021).
2.3 Classification algorithm

Bayes theory: In this method, different categories are considered as a hypothesis with probability. Each new training
record increases or decreases the probability of the previous hypotheses being correct, and finally, the hypotheses that
have the highest probability are considered as a class and a label is placed on them. This technique deals with
classification by combining Bayes theory and causal relationship between data (Schulman, 1984).

A random tree forest produces many decisions. To classify a hew object, it places the input vector at the end of
each tree in the random forest. Any tree that provides a classification is said to "vote" for that class. The forest selects
the classification that has the most votes (among all the trees in the forest) (Hediger et al., 2022).

Research background

Research related to the application of different techniques in maintenance policies can be classified into three groups.
The first group of articles were faced with optimization models. Reference (Xia, Jin, Xi, & Ni, 2015) proposed an
opportunistic maintenance strategy based on production, considering both machine degradation and batch production
characteristics. Reference (Kim et al., 2016) compares condition-based maintenance (CBM) and time-based
maintenance (TBM) to compare the optimal combination policy with dynamic programming. Reference (Kumar &
Maiti, 2012) has used Fuzzy Analytical Network Process (FANP) to realize effective maintenance policy. Reference
(Huang & Chen, 2012) uses data mining methods including K-Mean, Two-Step and C5.0 to classify bridges in several
different clusters and draws a decision tree. Reference (Maquee et al., 2012) proposes a method using data mining
technique for clustering and extracting rules that predicted the bad situation in a local bus network. In the articles of
the second group; The problem of failure mode analysis was addressed. For example, reference (Azadeh et al., 2010)
has introduced a timely mechanism and a diagnostic method for machine failure prediction using knowledge
acquisition and a fuzzy rule-based inference system. References (Zaluski et al., 2011) and (Glrbuz et al., 2011) using
data mining techniques in air bases and aviation bases, identified the important features affecting the amount of
warning in the aircraft fleet. In the articles of the third group; Analytical techniques were used to perform equipment
prognosis. For example, reference (Glrbiiz et al., 2011) used a dynamic evidential reasoning algorithm to accurately
predict reliability in turbocharger machines. Reference (Xia, Jin, Xi, Zhang, et al., 2015) presented a real-time rolling
gray prediction method to effectively predict machine health. Reference (Ferreiro et al., 2012) presented a maintenance
forecasting approach based on a Bayesian network model for both preventive maintenance and maintenance activities.
Reference (Xia et al., 2013) proposed a method for multi-level planning based on CBM to predict the need for
maintenance. Reference (Deloux et al., 2012) presents a new decision rule to update the environmental information
maintenance decision in the behavior of the system state and model the decision framework to use the new information
and update the decision.

3.Research Methodology
3.1 Description of the CRISP process

One of the most widely used data mining methods is the CRISP process or the cross standard process (Tounsi et al.,
2020) for data mining. As part of its goal to provide more value to its data warehouse customers, America’s largest
electronic software and hardware company established groups of data mining consultants and technical experts to
service its customers' needs. The data mining process in the Crisp data mining standard, according to the knowledge
discovery method presented by Osama Fayad and his colleagues (Ho et al., 2005) and (Fayyad et al., 1996), is
implemented during six stages. Crisp execution model is a circular and iterative model. Figure 1 shows the flowchart
of the research process. In Figure 2, the Crisp process model is drawn cyclically.
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3.2 Data description

In this research, we use the real data of an automobile manufacturing company in East Azarbaijan province. The costs
under investigation are specific and real. The examined time period of the data related to the period of time is six
months. It includes two parts of data collection and data understanding and statistical analysis. The data collection
includes 406 pieces of information related to the maintenance and repairs of an automobile parts manufacturing
company, which includes cylinder blocks, cylinder heads, crankshafts, and bearing caps. produces. The data contains
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6 numerical and discrete columns. The features are defined as described in Table 1, and a part of the raw data is also
shown in Table 2 to see how it is collected in Excel software for use in the relevant software.

Table 1. Data table and data type

Title Variable type
Date of failure Date

Type of failure Numerical
Device sleep time Numerical
Repair team Nominal
Device type Nominal

Type of failure Nominal

Table 2. Sample raw data

Date type Time Team  machine Parts
1399/06/10 A04 4 B BO1 s2
1399/06/28 T10 2 B BO1 al
1399/07/20 TO4 20 B BO1 t2
1399/08/11 A06 4 A BO1 s3
1399/08/15 A09 1 C BO1 t3
1399/09/13 TO9 6 C BO1 s4
1399/09/25 Al4 12 B BO1 S5
1399/10/03 T10 1 A BO1 al
1399/10/12 A04 2 C BO1 t4
1399/10/21 TO6 2 B BO1 s6
1399/11/04 All 1 B BO1 s7
1399/11/25 T06 1 C BO1 s8
1399/11/29 TO07 1 C BO1 cl
1399/12/05 T06 2 A BO1 s9
1399/12/18 TO7 1 A BO1 s8
1399/06/19 All 2 A B02 s7
1399/06/23 T09 12 B B02 s4
1399/06/29 TO7 2 A B02 s8
1399/07/19 TO6 1 B B02 s9
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3.3 Preprocessing
3.3.1 data cleaning and preparation

In this step, after describing the data with a diagram, if there is missing data, based on the number of missing data, the
approach of removing or replacing the missing data is selected. We also check the presence of duplicate lines and
additional variables in the software. To validate the data and increase the quality of the raw data of this study, a
complete process was carried out to ensure the integrity of the data. This process includes the steps of checking the
data compliance with the expected values, evaluating the repeatability of the results, and statistical analysis of
deviations. Common techniques include comparison with reference data, statistical tests such as analysis of variance.
For example, equipment downtime, which is a numerical characteristic in this study, was determined by the regression
method for missing data.

3.3.2 Clustering

To analyze the data, the first step is clustering and grouping the information. To model the analysis of k-clustering, we
used means. First, we enter the number of parameters manually and we first determine the optimal number of clusters
with the Davis-Bouldin evaluation parameter, and in the analysis stage, we evaluate the most optimal number of
clusters with the output of the central table.

3.3.3 Extracting knowledge of association rules

The process of discovering the rules of dependence is one of the important approaches in the modern science of data
mining to find rules and patterns in the database, which has received a lot of attention from researchers. In the
knowledge extraction step, the goal is to generate association rules from the dataset to extract relationships between
features in the field of repairs. The initial hypotheses are as follows: Consider the set 1 =11, 12, 13, ... as a set of items.
Consider set D as a set of data, i.e. database transactions, such that each transaction contains a set of items, that is, each
transaction T is a subset of | (). Each transaction has an identifier called TID. If A is a set of items, we say a transaction
T contains A if and only if. An associative law is a proposition in the form of, while, and. We introduce two important
parameters for the acceptability of association rules, i.e. support and reliability of the rules. Rule in the set of
transactions D has support equal to s if s percent of transactions in D include, and this rule has reliability equal to c if
¢ percent of transactions that include A also include B. Or in other words:

Support (A= B) = P(AUB) (3]
Confidence (A= B) = P(B|A) 2

The rules that have the lower limit of Support or min-sup and the lower limit of Confidence or min-conf are called
strong association rules, and the goal of all algorithms is such rules.

Knowledge extraction (categorization algorithms)

In the classification step, after grouping load data and cluster analysis, we use collective tree classification algorithms
such as random forest and simple Bayes probabilistic method and compare the results and output rules. In order to
implement the categories, the data should be divided into two categories, training and testing. Using the cross-
validation method, the data set is divided into two groups, training and test. In the simple validation method, in all
stages of implementation, for example, 70% of the training data set and the rest can be used for testing and calculating
indicators; But in a more intelligent way, we use the cross-validation method, which was also used in this research, to
have the entire data set once in both training and testing. In this type of validation, the data is divided into K subsets;
From these K subsets, each time one is used for validation and another K-1 is used for training. This procedure is
repeated K times and all data are used exactly once for training and once for validation. Finally, the average result of
these K times of validation is chosen as a final estimate.
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3.4 Evaluation criteria of classification algorithms

The confusion matrix shows how the classification algorithm works according to the input data set by different
categories of the classification problem. According to Table 3, the concepts of true positive, false positive, true
negative and false negative are as follows.

Table 3. Confusion matrix

Estimated Records

Positive Category (+) | Negative Category (-)

FP TN Negative Category (-)

Real Records

TP EN Positive Category (+)

* True positive: This value represents the number of records whose actual category is positive and the
category has correctly recognized their category as positive.

* False positives: This value represents the number of records whose actual category is negative and the
category classifier incorrectly recognized their category as positive.

* True negative: This value represents the number of records whose real category is negative and the category
has correctly recognized their category as negative.

« False negative: This value represents the number of records whose real category is positive and the category
classifier incorrectly recognized their category as negative.

The most important criterion is the accuracy or classification rate, and it means that the classifier has correctly
classified how many percent of the test records. This accuracy can be calculated based on matrix concepts according
to the relation:
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Tp + TN ©))
Tp + TN + Fp + FN

Accuracy =

4. Data analysis
4.1 Collecting data

The best method is to observe and record real data, although the number of data is small, but because it is closer to
reality, more accurate research and investigation can be obtained and better results can be obtained for a more accurate
planning. In this research, a manufacturing company of engine and engine parts and gearbox in the automotive industry
has been referred. After the investigations, the amount of six-month failure data, which were almost more accurate,
has been recorded and implemented in EXCEL software.

4.2 Data coding

One of the main principles for better execution with data mining software is data coding, for a better planning, you
should pay attention to things like: types of failures in the system, number of failures, time of failures of all types of
machines. To express this issue better, we must first divide the failures into two parts, mechanical and electrical and
electronic. For a better review of these materials, the history of machine breakdowns was extracted and placed in Table
4.

Table 4. The table various failures with the placement of the codes used in the continuation of the work

The title of electronic and electrical failure  Code  The title of mechanical failure Code
Failure of encoders and rulers A0l Belt tear TO1
Failure of servo motors A02 Failure of bearings, roller bearings T02
Failure of inductive sensors A03 Failure of couplings and foleys TO3
Failure of relays and contactors AO04  Gear failure TO4
PLC failure A05  Failure of shafts T05
Failure of bobbins A06 Failure of the hydraulic solenoid valve TO6
Failure of power supplies A07  Oil pressure drop TO7
Failure of micro switches A08 Rupture of retaining chains TO8
Failure of non-metals and fuses AQ09 Failure of hydraulic pumps TO9
Failure of auto transfer motors Al10 Leaking oil connections T10
Control system failure All Malfunction of the milling table T11
Display failure Al2 Cutathorn, pin T12
Failure of electronic boards Al13 Tool change failure T13
Malfunction of electric motors Al4  Failure of hydraulic and pneumatic jacks T14
Loss of machine data A15 Pallet exchange failure T15

Table 5 is designed for the devices considered in this research. For any failure, it is possible to solve the problem
of device failure by replacing the part or only by repairing and servicing the parts, so for this purpose, a table was also
added to describe the repair operations in more detail (Table 6). Finally, the failure table was drawn for each device.
SPSS software was used to extract the results of K-means method, decision tree and association rules, and Minitab
software was used to extract the results of time series.
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Table 1. The name of the machines

Referral code  Device Name Referral code Device Name Referral code Device Name
M 03 Multi spindle 03 R 02 Radial drill 02 B 01 Boring 01
M 04 Multi spindle 04 F o1 Universal milling cutter 01 B 02 Boring 02
W01 Werner CNC 01 F 02 Universal milling cutter 02 B 03 Boring 03
W 02 Werner CNC 02 F 03 Universal milling cutter 03 col Daewoo CNC 01
W 03 Werner CNC 03 F 04 Universal milling cutter 04 co02 Daewoo CNC 02
HO01 Honing 01 F 05 Universal milling cutter 05 co3 Daewoo CNC 03
H 02 Honing 02 M 01 Multi spindle 01 co4 Daewoo CNC 04
- - M 02 Multi spindle 02 R 01 Radial drill 01
Table 2. Title of repairs

Service description Error code  Service description Error code

Lubrication charge Cc2 Worench connections al

Belt replacement tl Service oriented sl

Gear shift t2 Relay service s2

Replace the fuse t3 Clutch adjustment s3

Replace the relay t4 pump repair S4

Bearing replacement t5 Electric motor repair s5

Hose replacement t6 Adjustment of hydraulic valves s6

O-ring replacement t7 Electric circuit service s7

Changing the magazine pin t8 Oil pressure adjustment s8

Replace the sensor t9 Adjust the valve s9

Replacing the oven spring t10 Fix tool grip s10

Fiber disc replacement t11 Micro switch setting s11

Coupling replacement t12 Fibrous disc correction s12

Changing the tool pin t13 Car guide service s13

Replacing the solenoid valve t14 Hydraulic jack repair sl4

Replacing the shaft spur t15 Ray Lloyd program s15

Packing change t16 Ruler service s16

Changing table nails t17 Sensor adjustment s 17

Changing the multi-spindle chain ~ t18 Modify table chain 518

Hydraulic oil change t19 Control panel service s19

Replacing the micro switch t20 Fixed wire failure 520

Replacement of connections t21 Gearbox failure s21

Bearing pin replacement t22 Multi-spindle chain service s22

- - Metalless service 523

4.3 K-means clustering

In order to obtain clusters and compare them, different clusters of four, five, six and finally seven clusters have been
created. The obtained results are shown in the following figures.
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In this cluster, cluster one has the most activity and cluster four has the least activity, and our clustering portfolio
is of good quality. Two important factors in this clustering are the ratio of time to the repair team. From this point of
view, it is possible to obtain the amount of productivity of the repair team and the sleep time of the device in each
breakdown for repairs, and in general, it is possible to say which team with which time. For which repairs. Another
point in this clustering is the ratio of the size of the largest cluster to the size of the smallest cluster, which is 15.33
(Figure 4). In this figure, 4 clusters are defined, showing the size of each cluster as a percentage of the total data
generated. The influential inputs in this clustering are shown separately for each cluster.

Cluster Sizes
Cluster
[ duster-1
M duster-2
M duster-3
B duster2 Model Summary
Algorithm  K-Means
Inputs 2
Clusters 4
Cluster Quality
Size of Smallest Cluster 9 (2.2%)] Poor Fai Goodl
T T T
A0 05 0o 05 10
Size of Largest Cluster 13 (34.1%) Silhouette measure of cohesion and separation
Ratio of Sizes:
Largest Cluster to 16.33
Smallest Cluster
Clusters
Input (Predictor) Importance
M1 o0@8os@oeldo4o2oo
| cluster cluster-1 cluster-4 cluster-3 cluster-2
Lahel
escription
[size
| | 34.1 | | |33,1%| | |3ns%| | 2.2%
138 (134 (124) [
inputs Team Team Team Team
Time Time Time Time

Figure 1. Clustering of four

In the clustering of five, two important factors of time and team have been investigated and this clustering is also
of good quality. In this clustering, the amount of team activity has been evaluated in relation to time and failure. The
ratio of the size of the largest cluster to the smallest cluster is 45 (Figure 5). The horizontal axis in this figure shows
the inputs and the vertical axis shows the frequency of the data.
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Clusters
Input (Predictor) Importance
E1.0@os@oe0o040020000
Cluster cluster-1 cluster-4 cluster-3 cluster-2 cluster-5
abel
escription
Isi
= I I 33.3%| I I I 33.1%| | I 30.6%) | I 2.2%| l I 0.7%
(135) (134 (124 (9) @3
finputs Team Team Team RCET Team
Time Time Time Time Time

Figure 2. Clustering of five

In the clustering of six, cluster one has achieved the most activity and the quality of clustering is also good, but the
ratio of the size of the largest cluster to the smallest cluster has not changed (Figure 6).

The seven-point clustering is also of good quality, and in this clustering, the first cluster has the most activity and
the fifth cluster has the least activity, but the ratio of the size of the largest and the smallest cluster has not changed.
By comparing the clusters, the result is that there are very few changes in the size and type of clustering, and smaller
clusters can be ignored so as not to lose a lot of time for investigation. This indicates correct data and clustering with
a good and reliable portfolio. By examining the minor repairs done by each team, it is possible to predict the sleep time
of each device during repairs. By referring to the repair list of each team, it can be stated that, for example, to replace
a bearing, the device will sleep for 2 hours with team B and one hour with team A, and this information is very
important in creating the work schedule of each team. and how much repairs the device needs with this breakdown
(Figure 7).

It should be mentioned that figures 4, 5, 6 and 7 show how to cluster. In all these figures the horizontal axis in this
figure shows the inputs and the vertical axis shows the frequency of the data.

Clusters
Input (Predictar) Importance
H1o0@oe@o6 004002000
Cluster cluster-1 cluster-4 cluster-6 cluster-3 cluster-2 cluster-5
i abel
Description
Team
Importance = 1.00
EZS

33 3
(135

T |

Figure 3. Clustering of six
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Clusters
Input (Predictor) Importance
Bio@Eoe@oeD004002000
L Cluster cluster1 cluster-4 cluster-6 cluster.7 cluster-3 cluster.2 cluster.5
abel
escription
Team
Imporance = 1.00
Size
33.3%| 27 4% 26, 4% 6.9%| 4.2%| 1.0 0.7%
i — s | I | | ol S
nputs Team Team Team Team Team “
I Time Time Time T Time Time Tima | Time

Figure 4. Clustering of seven

4.4 Grouping

For the decision tree, the basis of Part, or repair services that have been performed for various types of failures, is used.
One of the most important options for creating a better plan is to predict the type of repairs and the time required for
repairs. With such knowledge, it is possible to plan repairs according to the ability of the repair team, the level of
sensitivity of the work, and the priority of the production request. In the following, the type of classification and
importance of each repair will be explained using the results extracted from the software. In order to obtain a good
result in the classification and extraction of suitable nodes, utmost care should be taken in setting the data so that there
is no problem in extracting the results. Below you can see the classification of nodes based on the ratio of repairs done
to the type of failures.

The first node, the zero node, shows us all the repairs done for all the failures with the frequency type. Most
frequency with 8.503% is related to type al repairs. So, the first node is formed with its basis. In Figure 8, the number
and percentage of all the different states are shown.

The repairs of al are related to the failure of T10. By referring to the failure table, we find out that this failure is
the leakage of oil connections, and the repair type al is wrenching of the connections. In Figure 9, the number and
percentage of states at second level are shown.

From node one, we find that T10 failure can be fixed with four types of repairs with a frequency of 12.925% of the
total repairs. al (wrenching connections) with a frequency of 65.789%, which is the most active, t21 (replacing
connections) with a frequency of 5.263%, t6 (replacing hoses) with a frequency of 13.158%, t7 (replacing o-rings)
with a frequency of 15.879%, now facing T10 failure is the best decision for al repairs.

In the second node, other breakdowns have been investigated. In this node, the most frequent repairs with a
frequency of 9.375% of the total repairs related to s9 is the adjustment of the solenoid valve. By referring to the relevant
tables, we find that this type of repair is related to T06 failure (solenoid valve failure). So, this next node should be
based on TO6 failures.

By examining node 5, it is clear that if TO6 fails, the first decision for repairs with a frequency of 60% can be S9
(solenoid valve adjustment). Again, in the sixth node, the rest of the failures have been checked based on frequency.
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Figure 6. First and second node
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Figure 7. Fifth and sixth nodes

In Figure 10, the number and percentage of states at third level are shown. In this node, it is stated for us that if
TO06 failure occurs and its sleep time is less than 2.5 hours or equal to 2.5, it is related to s9 repairs, and if it is more
than 2.5, it is related to t7 repairs, which of course cannot be done. He relied because the time for different types of
repairs is different and it is usually done after the occurrence of a breakdown, in which case the possibility of repairs
interfering with other breakdowns cannot be prevented. So, this node is not used for our planning. The general decision
tree model is described below.
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type in [ "T10”] [ Mode: al] => al

type in [ "A01" "A03" "A04" "A06" "A08" "A09" "A11" "Al4" "Al15" “T01" "T02" “T03" “T04" "T05" “T06" “TO7" "T08"
"T09" "T11" "T12" "T13" "T14" "T15" "TO4”] [ Mode: 9]

type in [ "T06”] [ Mode: s9]
Time <= 2.500 [ Mode: s9] => s9
Time > 2.500 [ Mode: t7] => t7

type in [ "A01" "A03" "A04" "A06" "A08" "A09" "AL1" "Al4" "Al15" “T01" “T02" “T03" “T04" "T05" “T07" “T08" "T09"
"T11" "T12" "T13" "T14" "T15" "TO4”] [ Mode: s8]

type in [ "T09”] [ Mode: s4] => s4

type in [ IIAOlll IIA03II IIA04lI IIAOGII IIA08II I|A09II IIAllII IIA14II IIA15ll IITOlII lIT02Il IITO3II IIT04II IIT05|I IITO?II IIT08II llTlllI
"T12" "T13" "T14" "T15" "TO4”] [ Mode: s8]

type in [ "T07”] [ Mode: s8] => s8

type in [ IIAOlll IIA03II IIAO4II IIA06lI IIA08II IIAOglI IlAllll IIA14II IIA15II IITOlIl IIT02II lITO3II IIT04II IITOSII IIT08II lITllll IIT12II
"T13" "T14" "T15" "TO4”] [ Mode: t15]

type in [ "A04”] [ Mode: s2] =>s2

type in [ "A01" "A03" "A06" "A08" "A09" "Al11" "Al4" "A15" "TO1" "T02" "T0O3" "T04" "TO5"
"TO8" "T11" "T12" "T13" "T14" "T15" "TO4”] [ Mode: t15] =>t15

4.5 Association rules

In this model, considering the two factors of failure and repairs, three rules have been created for us. Table 3.
Established community rules

Table 7. Established community rules

Consequent Antecedent Confidence %
Parts = al type=T10 68.0

Parts = s9 type=T06  60.78431372549019
Parts = s8 type=TO7 440

By examining the above rules (Table 7), we found that if a T10 failure occurs, al repairs will be performed with a
68% probability, and in case of a T10 failure, S9 repairs will be performed with a 68% probability, and with a T07
failure, s8 repairs will be performed with a 44% probability. % will be done.

4.6 Time series

One of the most important issues that can help with preventive maintenance is the estimation of machine downtime.
This time is very effective for planning maintenance teams. With sensitivity analysis on the parameters of the time
series analysis method, the length of 72 was more accurate for the moving average. In this model, the duration of the
repairs performed by the repair crews during the sleep time of the device is used. That is, what is the amount of repair
time to repair a breakdown and it will predict for us how much time each team needs for repairs in the next hours.
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TEAM A Moving Average for Time
Data  Time
Length 143
N Missing 0
Moving Average
Length 72
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MAPE 58.5787
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Forecasts
Period Forecast Lower Upper
144 4.34722 -4.39283 13.0873
145  4.34722 -4.39283 13.0873
146 4.34722 -4.39283 13.0873
147 4.34722 -4.39283 13.0873

148 4.34722 -4.39283 13.0873
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Figure 8. The results of TEAM A

This forecast is considered for the next seventy-two hours and 5 forecasts have been requested. For team A, 4.34
hours have been predicted for breakdowns in the coming hours, which means that on average this team needs 4.3 hours
for each breakdown. As it is clear in the first diagram, the level of operation is acceptable and the next diagram shows
the amount of errors for this prediction. Considering that our data is around the horizontal axis and close to the base
axis, it shows real data and this error rate is normal. In the histogram chart, it can be seen that the most activity is done
at the zero point, and the further away from this point, the amount of errors decreases. The results and graphs of the
next teams can also be seen below. Figures 11, 12 and 13 also show these results. In all three figures, the horizontal
axis represents index and the vertical axis represents time of future events for each team.



PLANNING MAINTENANCE AND REPAIRS USING THE ... | Yousefi Nejad Attari, et al. 265

Data TIME

Team B moving average

Length 138
NMuissing 0

Moving Average

AccuroyMeasures.
MAPE 123988
MAD 13988

Length 72

usD 5713

Accuracy Measures

MAPE 123.988
MAD 1.989 Tomo® e = oW s wm oam o= R
MSD 5.713

Forecasts

Period Forecast Lower Upper

139 2.66667 -2.01790 7.35123

140  2.66667 -2.01790 7.35123

141 2.66667 -2.01790 7.35123

142 2.66667 -2.01790 7.35123

143 2.66667 -2.01790 7.35123

Figure 9. TEAM B survey results

TEAM C Moving Average for Time Moving Average Plot for Time
Data TIME Team C moving average
Length 124 .

NMissing 0

Moving Average

TIME

Length 72
Accuracy Measures
MAPE 110.431
MAD 2011 T B : @ o2 e om w1
MSD  6.041

Forecasts

Period Forecast Lower Upper

125  2.76389 -2.05354 7.58132

126  2.76389 -2.05354 7.58132

127  2.76389 -2.05354 7.58132

128  2.76389 -2.05354 7.58132

129  2.76389 -2.05354 7.58132

Figure 10. The results of TEAM C

5. Conclusion and Management suggestions

This research has attempted to address the challenges of implementing preventive maintenance in industrial
environments. One of the most important challenges is the lack of use of generated data in current maintenance
systems. This data can provide a suitable framework for making decisions and planning proper maintenance. Data
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analysis in this area can provide the necessary basis for predicting machine downtime and repair times.

After examining the results, it was concluded that by using data mining with the integration of time series
(Abbaspour Ghadim Bonab, 2022), it is possible to make a proper planning to prevent breakdowns and carry out the
necessary repairs on time, preventing machines from sleeping and stopping production. and incur additional repair
costs and the requirement to have additional shifts to compensate for the time required for machinery repairs. As seen
in the results, with this method, in the event of a failure, it is possible to easily predict the amount of sleep time of the
device and the type of repairs needed to eliminate the failure, and by examining the time series, in addition to the
average amount of time for the repairs of each The team obtained the productivity of the teams. If you look closely at
the results of the time series, you will see that team B had the least performance and team A had the most productivity.
Therefore, by removing the shift of maintenance team B and integrating the employees of this team as needed in other
teams, the cost of one work shift can be reduced and the productivity of other teams can be increased. In this method,
with the lowest cost and with an accurate database and accurate recording of all failures and operations, the exact time
of the failure and the completion of repair operations and the items and tools needed to replace the defective parts or
the required time are known. To make spare parts, to create a complete spare warehouse, and to obtain the time of
upcoming failures by using an up-to-date database for an accurate planning of failure prediction. As seen in the results
obtained in the decision tree, in this method it is easy to predict the type of repairs at the time of failure and take action
as soon as possible to carry out the repairs or provide the required parts and save the time and costs.

By having detailed repair monitoring information, according to the results of association rules, it is confirmed that
by observing which failure, what kind of repairs can be considered for the device. So, the final result obtained from
this article leads us to do a detailed planning, but it should be kept in mind that the entire function of this method is
achieved by having a complete and updated database, so accurate registration The information and events that took
place in the field of preventive maintenance and repairs are very important and sufficient care should be taken in this
matter. The best way to record this information is to use Excel software, which with the facilities available in this
program, can be created by creating tables for each of the machines separately, like the sample tables in this article for
each of the important machines. Or the so-called bottleneck in the production line provided separate planning and
achieved a more precise process than any of the mentioned machines.

The management suggestions resulting from the findings of this research can be expressed as follows:

e Although this research was conducted on a manufacturing company, the research process of this article in
order to reduce repair time and costs by planning preventive maintenance and repairs can be carried out in
other manufacturing centers with the same process. In other companies, the type of repairs required will
vary, but the way data is collected and analyzed can achieve the necessary results.

e Cost reduction is stated as a main objective in this research. However, the costs are based on the reduction
of machine downtime using data analysis. Estimating this time reduction requires using the results of this
research. Therefore, until this research is implemented in a real environment, it is not possible to talk about
the quantitative cost reduction.

This research uses a clustering algorithm to cluster repair types and an association rules algorithm to define rules
related to repairs, and no other data analysis techniques have been considered. Researchers can also use combined
techniques in this field.

The use of other machine learning techniques that predict preventive maintenance planning along with estimated
repair times and machine downtime is recommended in future research. These techniques could include:

e Bayesian networks

e Random forest algorithms
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